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ABSTRACT

We demonstrate the utility of dendrograms at representiegssential features of the hierarchical structure
of the isosurfaces for molecular line data cubes. The dgndnoof a data cube is an abstraction of the changing
topology of the isosurfaces as a function of contour levak @bility to track hierarchical structure over arange
of scales makes this analysis philosophically differeotrfiocal segmentation algorithms like CLUMPFIND.
Points in the dendrogram structure correspond to specifion@s in data cubes defined by their bounding
isosurfaces. We further refine the technique by measurmgnbperties associated with each isosurface in the
analysis allowing for a multiscale calculation of molecwas properties. Using COMPLETECO (J=1— 0)
data from the L1448 region in Perseus and mock observatibasionulated data cube, we identify regions
that have a significant contribution by self-gravity to thexiergetics on a range of scales. We find evidence for
self-gravitation on all spatial scales in L1448 though moall regions. In the simulated observations, nearly
all of the emission is found in objects that would be selfvijeding if gravity were included in the simulation.
We reconstruct the size-line width relationship within teta cube using the dendrogram-derived properties
and find it follows the standard relation; o« R*°8. Finally, we show that constructing the dendrogram of CO
(J=1— 0) emission from the Orion-Monoceros region allows for #hertification of giant molecular clouds
in a blended molecular line data set using only a physicatiyivated definition (self-gravitating clouds with
masses> 5 x 10" Mo).

Subject headings: ISM:clouds — ISM: structure — methods: analytical — techu@g: image processing

1. INTRODUCTION turbulent motions) o ~ 0.1 pc scales (Goodman et al. 1998;
The structure in molecular clouds determines, in part, the Tafalla et al. 2004; Lada et al. 2007). These dense cores are

locations, numbers and masses of newly formed stars Be_the exclusive hosts of star formation inside molecular dtou

cause of its important role at establishing the initial nfags- ~ &nd much effort has been expended to study the properties
tion of stars as well as the local star formation rate, grifatte ~ Of these cores and the stars that form inside them (e.g., di
has been invested in characterizing the structure of this ga Francesco et al. 2007; Ward-Thompson et al. 2007, and ref-
Observations of molecular clouds including molecular and €rénces therein). Indeed, studies have argued for the close
atomic line surveys, extinction and infrared emission map- relationship between the dense cores and the newly-formed

; ; tars based on the similarities of their mass functions {®1ot
ping, and star counts have all been used to characterize thé . . . ;
nature of molecular clouds. A myriad of analytic techniques €t @- 1998; Testi & Sargent 1998; Alves et al. 2007; Enoch

have been applied to these data with a broad range of resultEt al- 2006).

Each technique is designed to highlight a different feature _1ne low-density gas that fills the majority of the volume
of the gas: fractal analysis techniques are used to demonpf the molecular cloud can be regarded as the bottom of the

strate that the gas is fractal (Stutzki et al. 1998); searche 3as hierarchy in the molecular clouds (though the fillingra
for clumps utilize clump identification algorithms (Stuizk tion and chemlca_l state of the molec;ular ClQUd is far ffo”? unt
Giisten 1990); studies characterizing turbulence fredyient form). The chemical change associated with the formation of

aim to measure theoretically relevant quantities such as th Star-forming (molecular) clouds has commonly been used to

ower spectrum (Lazarian & Pogosyan 2000) or the structuredefine discrete clouds in the interstellar medium (ISM) serv
Punctionp(HeyerSE Brunt 2004). gosy ) ingasa usefql division between the dlﬁu§e, multi-phadé IS
One of the dominant characteristics of molecular gas it and star-forming clouds. However, there is some debatetabou

that it is hierarchical. A preponderance of multi-tracer stud- Whether the boundaries of molecular clouds form a meaning-

; ; i ; : ful bottom of the hierarchy and are distinct entities (thiaée
ies have consistently shown that the high-density featiwes ' ~>* . . X ;
molecular clouds have relatively small physical scales andSica@l” interpretation, Blitz et al. 2007); or whether thedr-
are invariably contained inside envelopes of lower derity  chical structure continues with only chemical changestimto
(e.g. Blitz & Stark 1986; Lada 1992). Moreover, the hiergrch  diffuse ISM (e.g. Ballesteros-Paredes et al. 1999; Hartman
is non-trivial: for any given scale, there are more smadilsc et al. 2001). The crux of the debate centers around lifetimes
dense structures than there are large-scale, sparseusésict of the molecular clouds relative to their internal crosginges
Dense cores are the top level of the cloud hierarchy and the®”» €quivalently, the |mporthanf0(ra1.of dsegf—gr?lwty In theméits
turbulence that characterizes molecular clouds makesia tra ENergetics. However, much of this debate has centered on con
sition to coherence (i.e. domination by thermal rather than Sidering disparate sets of observations and Eimegreer7}200
has presented a synthesis that argues relatively lond{B@&
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around them is particularly difficult since the 21-cm obser- 2. THE ANALYSIS OF MOLECULAR LINE DATA
vations that would be directly comparable to molecular line Broadly speaking, the statistical analysis of moleculae

studies suffer from fore- and background confusion as well o454 has usually followed one of two paths. Either authors
as an intrinsic degradation of spatial resolution from 81l -nqiryct statistical descriptions of the emission fromean

&ire molecular line data set, or authors will segment (d#yid

try (Pound & Goodman 1997), self-absorption (Li & Gold- ¢ gata into what they believe to be physically relevanicstr
smith 2003), or modeling of photodissociation regions (Ben y,re5 and study the distribution of properties in the résgilt

sch 2006) allows, the atomic gas related to molecular CIO“dSpopulation of objects. Common examples of statistical-anal

can be studied. Studying the hierarchical structure within ygiq jnclude fractal analysis (Elmegreen & Falgarone 1996;
molecular clouds requires a large spatial dynamic rangetwhi - g tki et al. 1998)A-variance (Stutzki et al. 1998; Bensch

restricts useful observational data sets to galactic hjéd- o 51 '2001), correlation functions (Houlahan & Scalo 1990;
though the hierarchical structure of the ISM continuesitgda Rosolowsky et al. 1999: Lazarian & Pogosyan 2000) and
scales in the galaxies, the above restrictions limit c@®d  pyincinal Component Analysis (Heyer & Brunt 2004). Statis-
tions of hlergrcmcal structure within star formllng_ clouds g analyses produce many interesting comparisons legtwe
tho?]e found in the gas tracedhby mO"fCU'af ef;}"'SS'O”- imed (c&nd among data, but the physical interpretation of thesstati

hT IS paper r[])rers]_ents TIUOtI er analytic tec lnlqule aimed 1Gc5 can be complicated. The most useful applications of the
¢ Iarac;erlzert] € |era;rc ical structure in mo ec&g dgzds @ statistical approach tend to be in comparative measurement
relate it to the star formation process. We ro- between two observational data sets or between obsersation
gramsto graphically represent hierarchical structure of nested 5, 4 3 simulation (e.g. Padoan et al. 2006).

isosurfaces in thrge-dirTensi%nal molI)ecuIarhIing data sube  The segmentation and identification techniques are favored
(i-e. pgsmon:posmcfmh-ve ogty. ata C}“ es). The ellgdams in the case where the emission is thought to be comprised of
are abstractions of how the isosurfaces nest inside one angpysically important substructures. In molecular ling@st

other. Our principal contribution in this work is using stan 5y " the classic examples of the segmentation approach is
dard molecular line analysis techniques to characterige th generation of GMC catalogs for the inner galaxy where

branches in a dendrogram allowing for simultaneous mea-G\\Cs are identified as connected regions of emission above
surement of various properties on a range of physical scales, threshold intensity (Solomon et al. 1987; Scoville et al.

In addition, dendrograms are a reduction of the structure in 1987). Unfortunately, the results of this approach is con-

a data set to its essential features and, as such, they becomg,|ieq by the sensitivity and resolution of the datesdthe
useful reductions of large data sets to simple models allgwi 1,4 appjications of the segmentation approach that have mos
the study of a wide range of spatial scales. . shaped molecular line astronomy, particularly with regaed
The dendrograms presented here are simply an alternativgne fie|q of star formation, are the clump identification algo
application of thestructure trees presented first in Houlahan iy, o of williams et al. (1994) and Stutzki & Giisten (1990).
& Scalo (1992, hereafter HS92). While novel at the time thg ¢jympy substructure of molecular clouds was first identi
for the star formation community, such diagram techniques e by eve (Blitz & Stark 1986) and this structure is thought
were relatively common in other disciplines (West 2000). In 1, he'important at establishing the sites of star formation.

th(_e intervening time since the publication of HS92, the anal \ysjliams et al. (1994) applied a watershed segmentation al-
ysis of tree networks has become even more developed a”‘g\(l)rithm to molecular cloud data to identify “clumps” within
tools for the construction and analysis of the resyltmgcstr the cloud (the now-famous CLUMPFIND algorithm). The
ture trees have become commonplace (e.g. we will apply soft-¢| ymPFIND algorithm has spawned many subsequent ap-
ware in the standard IDL distribution for the following agal  hjications and its utility is discussed elsewhere (Pineda.e

sis). Our application of the dendrogram formalism uses @ sig i, nreparation). Where CLUMPFIND is driven by the struc-
nificantly different analytic approach compared to the wafik  ,re in the data and precludes finding overlapping objects,
HS92. They analyz_ed the_characterlstlcs of the structeestr 1o GAUSSCLUMP algorithm of Stutzki & Giisten (1990)
derived from two-dimensional data. The present work USes ey revisited by Kramer et al. 1998) iteratively fits tbre
dendrograms as an abstraction of the isosurfaces present igimensional Gaussians to data cube to identify structures i
three-dimensional data, emphasizing the properties afetho o qata. Both algorithms have been used to define the mass

isosurfaces. Finally, note that the application of dencants spectrum of clumps within molecular clouds, usually finding
to contour surfaces as in this work and HS92 is significantly " . _1 5 t0-1.9 for dN/dM o N°. It should be noted that

different from their common application in statistical &rsés CLUMPFIND and GAUSSCLUMP are not intended to pro-
e e ) fuce the same partitioning of a data cube; they adopt sub-
clustering in statistical data sets. We refer o HSO2'SSte  gi5n4q)ly different starting assumptions with a correspo
trees asiendrograms to be consistent with the nomenclature g gitterence in the results. The results CLUMPFIND and,
adopted in other fields, in particular that of the statistes to a lesser extent, GAUSSCLUMP are influenced by their

scription of hierarchical systems. user-defined parameters and algorithmic design which are de
This paper briefly discusses different approaches to molec-

. ; signed to mimic the “by eye” identification.
ular line data (82) before developing the concept of dendro- 9 y ey
grams (83). We discuss several refinements of the dendrogram 3. THE DENDROGRAM TECHNIQUE
technique including accounting for the effects of noise 183 . .
measuring cloud properties on dendrogram branches (§d), an 1 he dendrogram technique presented here combines the ro-
the complications of mapping between observed and physicaPustness of the statistical approach with the direct link to
domains (84.1). We conclude with two applications of the structure in the data explored in the segmentation and iden-
dendrogrer\]m .beChnfi.que: anfaén,algfi.s Ol:l Seg-gdrgvity in L14é8 4 Sensitivity and resolution effects also contaminate aislysing statis-
(§5) and the identification o S In blended data sets (§ ) tical methods, but it is possible to correct for these efféetg. Bensch et al.

2001).
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tification approach. The analysis of dendrograms presentecencoded in the-axis of the plot but rather the ordering of

in HS92 highlights the utility of the method at characterggi  the leaves is chosen so that the branches of the dendrogram
two-dimensional extinction maps using a few simple statis- do not cross. This choice facilitates visualizing the hiené

tics. cal structure in the data at the expense of retaining the ge-

We begin by considering images in general, without a spe-ometrical relations between the leaves. The information on
cific astronomical data type in mind. This section emphasize the spatial relationships between the objects is retaiméus
ideal data where the presence of noise does not interfele wit analysis and can be used to label maps with the regions of
structure identification. As discussed in HS92, a dendmgra dendrograms they correspond to, though it is not shown in
is a graphical representation of the primitive structurthimi the dendrogram. The construction of dendrograms including
an image of arbitrary dimension. It is the skeleton of the ob- a discussion of the effects of noise is discussed in morél deta
ject containing only information about the structures anmals  below.
structures within contour diagram of the object. A schemati .
of the dendrogram technique is shown in Figure 1 for a one- 3.1. Determining the Leaves of a Dendrogram
dimensional emission profile. If the emission profile were In the following sections, we specifically consider radio-
thresholded at levell; a single connected region results. In line data cubes in position-position-velocity space (PR
contrast, if the profile is thresholdedlattwo distinct objects  intensities given in brightness temperatures (Kelvin).ciSu
will result, corresponding to each of the local maxima. The observational data are invariably contaminated by noigetwh
level Iy represents the critical boundary between these twointerferes with the dendrogram process. The structureeof th
regimes, below which two objects merge into a single object. dendrogram is determined entirely by the local maxima in
The dendrogram is a scheme to track the structure as a functhe data. A local maximum, by definition, has a small re-
tion of contour level in the profile and thus it represents the gion around it containing no data values larger than thel loca
essential information about the structure of the objecte Th maximum and, hence, a distinct isosurface containing only
dendrogram also encodes where the composite object comthat local maximum can be drawn. The local maxima deter-
bines with the third distinct object. mine the top level of the dendrogram, which we refer to as the

For two dimensional data, a common analogy is to think leaves, defined as the set of isosurfaces that contain a single
of the dendrogram technique as a descriptor of a submergedbcal maximum.
mountain chain. If the overlying water were drained away, In noiseless data, every local maximum in the data would
first the peaks of mountains would appear as isolated objectscorrespond to an actual emission feature in the data. Unfort
As successively more water is drained, the peaks would mergeately, in real data, noise will mask the low-amplitude aari
together into larger objects. The dendrogram encodes-infor tions in the emission structure resulting in spurious locak-
mation about which objects merged together and at what conima that do not correspond to real structure in the data.dn th
tour levels they did so. To plot a dendrogram of this data we dendrogram method, we suppress the effects of these noise
can flatten the two dimensional structure into one dimensionfluctuations by rejecting local maxima that are likely calise
but doing so eliminates any positional information in theetr by noise.

A useful formalism for interpreting dendrograms in three  We describe our algorithm here in more detail considering,
dimensions is to consider each point in the dendrogram aswithout loss of generality, that we are examining only a sin-
representing an isosurface (3D contour) in the data cube at gjle cloud of emission such that a low-lying contour will con-
given level. If an arbitrary data set is thresholded at a fixed tain all the emission of interest in a cloud. The initial leav
contour level, it breaks up into one or more distinct regions of the dendrogram are selected by identifying all local max-
The bounding surfaces of these volumes are the isosurface#na and then rejecting maxima that are likely to be caused by
represented in the dendrograms, with each distinct surfacenoise. We generate a list of all local maxima by identifying
corresponding to a point in the dendrogram. We identify the all pixels in the image that have data values larger than all
distinct surfaces by the set of local maxima that they contai of their neighbors over a boRmax X Dmax X AViax in PPV
Over a range of contour intervals with no mergers, threshold space wherd®,,x and AV are free parameters. A non-
ing the data at slightly higher or lower level will produceth trivial box size Dmex andAV greater than one pixel/channel)
same essential features, namely the same number of distinateduces the numbers of candidates that must be checked for
regions containing the same local maxima. Hence, the densignificance against our noise-suppression criteria. The a
drogram will be comprised of vertical branches. The length gorithm becomes insensitive to structure in the data cube on
of these branches corresponds to the range of contour levelscales less than a box size. If the box is too large, significan
over which a set of isosurfaces is unchanged (though the acstructures are suppressed. Since the rejection of locahmaax
tual volume will change). There are specific contour levels i only simplifies the dendrogram by considering a subset of the
the data above which a pair of volumes will be distinct and structurally defining features, reducing the size of theseoi
below which the two volumes are joined. We refer to these suppression box can be used to check if an essential feature
critical levels as thenerge levels. Below the merge level, a has been eliminated.
single isosurface contains both sets of local maxima that de  After the initial generation of local maxima, the set is then
fined the distinct surfaces above the merge level. To reptese decimated by removing local maxima that are likely to re-
this change in the topology of the isosurfaces, we connect th sult from noise. For each pair of candidate maxima, we find
two branches of the dendrogram at the merge level. the highest shared isosurface that contains both maxima. Th

A sample dendrogram is shown in Figure 2 (top) represent-isosurface is the merge level, a high-dimensional analsigeof
ing the'3CO (1— 0) emission from the L1448 dark cloud in  contour level at the saddle point shown in Figure 1. For the
Perseus (Ridge et al. 2006). There is no spatial informationmerge level, we calculate (a) the volume uniquely assatiate

with each maximum and (b) the difference in antenna tem-

° Thresholding is the mapping of a real-valued image to a biimage  perature between the merge level and each local maximum.
with all data above the threshold set to 1 and all data belbwos® We remove any local maximum for which the volume of the
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FIG. 1.— Schematic diagram of the dendrogram process. Thedeglpshows a one-dimensional emission profile with threendislocal maxima. The
dendrogram of the region is shown in blue and repeated inighe panel where the components of the dendrogram are thb&lee left-hand panel indicates
three characteristic contour levels through the data. sktuleing atl; produces a single object whereas thresholdinig atoduces two. The level separating
these two regimes is indicated las .
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cal maximum if (a) it is the highest point in a winddmax on either side

of it (and an analogous width\Viax in velocity space), (b) the interval be-
FiG. 2.— Dendrograms offCO emission in L1448. The top panel shows tween the maximum and the highest merger level with a vatidllmaximum

the dendrogram of L1448 using the standard algorithm paeameThe bot- ATy > ATmax and if the number of pixels associated with the shaded region

tom panel shows the dendrogram after relaxing the conditionnoise sup- is larger tharNmin. These criteria restrict the analysis to the subset of local

pression resulting in more independent leaves in the dgnaino (see the end ~ maxima that are most distinct.

of §3.1). However, the basic structure of the dendrogramanesithe same;

the isosurfaces used in the top plot are a subset of thosenugiee bottom. i - = i i .
Each leaf of the dendrogram is labeled in the top plot and ¢ineesponding tion elementsATax = 4orms andNmin = 4 pixels for indepen

leaf is identified in the bottom figure. Leaves appearing ithistendrogram  dent pixels. The bottom panel of Figure 2 shows the resulting
also have a circle at their tip in the bottom plot. dendrogram foDax = 1 andAVmex = 3 resolution elements
and AT = 0. Figure 3 is a schematic diagram illustrating
isosurfaces that contain only that maximum is less than somethe definition of these parameters. Changiif.x results in
minimum number of pixelsNmn, usually taken to be 4). Fur-  the largest changes in the dendrograms for typical rad® lin
thermore, we only recognize a significant bifurcation imistr ~ data since a larger fraction of the local maxima fail the &ec
ture when both local maxima are more than a given interval against the contrast than any other noise suppressiori@nite
ATmax above the highest contour level that contaiath of The default values represent a compromise between sensitiv
the maxima, i.e. the level at which the objects merge. Such aity to dendrogram structure and algorithm performance.
criterion has been used previously in data cube analysis\Br Noise has an additional affect on the dendrogram, namely
et al. 2003; Rosolowsky & Blitz 2005): noise fluctuationslwil  intensity fluctuations can alter the levels at which two ises
typically only produce maxima with characteristic heights faces merge. A positive fluctuation can join two surfaces at
S0 variations significantly larger than this are nominadigir a higher level than the surfaces would join in the absence of
If this criterion is not fulfilled, we reject the lower of thevd noise. We have modeled the influence of the noise by com-
local maxima and consider the emission profile to representparing the merge levels of surfaces in a model cube in the
only a single object. We note that the resulting dendrogramabsence of noise to those with noise added. We find, in gen-
using a decimated set of local maxima represents a set of isoeral, that the merge levels are uncertain on a scale &f s
surfaces that are a subset of the isosurfaces that wouldbe co with some variation based on algorithm parameters and the

sidered including all local maxima (see Figure 2). precise model used. In addition, there is a bias towardssnerg
Hence, the initial leaves of the dendrogram are determineding ~ 1o, higher than the surfaces would merge in the ab-
by four free parametersDpyax, AVinax, ATmax and theNyin. sence of noise. The structure of the tree can only be con-

By default, these are set to Bgux = 3 andAVyux = 7 resolu- sidered accurate for amplitude changes larger thdw s,
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and for scales smaller than this, the branching order may beng the size, line width, luminosity and mass contained inith
transposed. HS92 discuss this effect in some detail for 2D im each isosurface describe in the dendrogram as well as the
ages and resort to a coarse binning of their trees to measureomplications that arise in doing so.
tree statistics (number of branches per node, etc.). We dono We calculate the macroscopic properties of the regions of
present tree statistics in this paper (see HS92), and we makemission based on the moments of the volume weighted by
an effort to account for the influence of noise in our results. the intensity of emission coming from every pixel following
_ Rosolowsky & Leroy (2006). The data cube consists of a
3.2. Constructing the Dendrogram number of pixels that have sizes &, dy, andév in the two
Practically, the dendrogram of a#-dimensional intensity ~ spatial dimensions and the velocity dimension, respdgtive
image is constructed by first identifying the local maxima Theith pixel in the data cube has positiogsandy;, velocity
that will comprise the top level of the dendrogram hierarchy Vi, and brightness temperatufe We assume that the region
(83.1). Then, the data are contoured with a large number ofunder consideration is contiguous and bordered by an isosur
levels. For each contour value beginning with the maximum face in brightness temperature of vallige, so that all of
level, the dendrogram algorithm checks whether each pair ofthe pixels in the region have > Tege and the pixels outside
previously distinct regions have merged together. If se, th the region hav@l < Tege Or are separated from the region by
contour level and which surfaces merged are recorded and th@mission withT < Teqge.
next contour level is considered. We enforce binary mergers e begin by rotating the spatial axes so thatthedy axes
if three or more distinct objects merge into a single objest b  align with the major and minor axis of the region, respedyive
tween one contour level and the next, we refine the separatior¥vVe determine the orientation of the major axis using princi-
between contour levels so each merger involves only two ob-pal component analysis. The size of the region is computed
jects. The dendrogram (tree diagram) is constructed by-draw as the geometric mean of the second spatial moments along
ing vertical segments corresponding to contour levels eher the major and minor axis. This is, the root-mean-squared
the topology of the surfaces are unchanged and connectingRMS) spatial size:
corresponding branches at the levels where isosurfacegemer
Both the identification of local maxima and the levels at o1 (Tedge) = v/ maj (Tedge) Tmin(Tedge) (1)

which two surfaces can be considered to be merged are inﬂ“'vvhereamj (Tedge) @nd omin(Tesge) are the RMS sizes derived

enced by the choice ebnnectivity in the data set. Practically, o the intensity-weighted second moments along the two
astronomical data is pixellated into square (cubic) pix€le spatial dimensions.

connectivity of the data set is determined by the number of

neighbors a given pixel is defined to have. In two dimensions, 5 Wi (x. - <X>)2
a pixel can have either four neighbors (those pixels thatesha Omaj = W, (2)
edges of the pixel) or eight neighbors (those pixels thatesha i

corners or edges). In three dimensions, a cubic pixel caa hav where we have assumed the major axis lies along th@or-
either six neighbors (those pixels which share a face with th dinate and the sum runs over all pixels within the isosurface
cubic pixel) or 26 neighbors (those pixels which share a,face (T > Teqge). The weights in the moment are usually set to the
edge or corner with a given pixel). An alternative definition  brightness temperature of each pixe|:= T;. This particular
the three dimensional case considers a cubic pixel to have 18unctional form for the cloud size is used since it has been
neighbors corresponding to those pixels which share a face oused in previous observational studies (Solomon et al. 1987
an edge, but we emphasize 6- and 26-connectivity in the threeand explored in depth by Bertoldi & McKee (1992) with re-
dimensional case to be analogous to the two-dimensional casspect to inclination, aspect ratio, and virialization. Védide
(see Williams et al. 1994, for further discussion). Two p®in  a factory that relates the one-dimensional RMS sizg, to
are in the same region if a path can be drawn from one pointtothe radius of a spherical clod® R=rno,. We taken =1.91
the other through connected pixels which are all in the samefor consistency with Solomon et al. (1987) and Rosolowsky &
region. For our analysis, we choose the minimum connectiv-Leroy (2006); the value of 1.91 merely reflects the correctio
ity (4 neighbors in the 2D case, 6 in the 3D), but we have ex- of the moment to the radius for the typical concentration of
perimented with the maximum connectivity. Practicallye th emission found in molecular clouds. The velocity dispetsio
dendrogram changes by a small degree with correspondindoy) is calculated as the second moment of the velocity axis
mergers, on average, occurring at higher contour levetesin weighted by the data values, analogous to the size measure-
it is “easier” for two regions to connect. ment. The flux of the region is the sum (zeroth moment) of all
the emission in the regiork = ). T 464 46y év. To convert

4. MEASURING CLOUD PROPERTIES IN DENDROGRAMS the flux to a luminosity, we mustI assume (ya distance to the re-

Having developed a formalism where each point in the den-gion. For a cloud at a distance of(in parsecs), the physical

drogram corresponds to a unique isosurface in the data, weadius will be:Ryc = Ragd and the luminosity will bé. = Fd?
calculate the physical properties of the emission bounged b \yhere the flux is measured in units of K kmtsr. For CO
that isosurface. We can then use those physical propenties t 4ata, we calculate the mass of the region, we scale by a linear

identify the relevant features in the data cube. Along bn@sc  co-to-H, conversion factor (for intensities on the main beam
of the dendrogram, the properties tend to be continuous func temperature scale):

tions of the contour level, while where two branches merge,

the properties will change suddenly as a result of the merged™*'Lum _ Xco x 4.4 Leo =4.4X; Lco,
object containing more emission. However, owing to the dif- Mg 2x 102[cm=2/(K km s )] K kms™ pc
ficulty in relating volumes in observed data space to volumes 3

in physical space, the measurement of properties frommegio whereXco is the assumed CO-todtonversion factor. This
of emission within the data cube is difficult to interpretgse calculation includes a factor of 1.36 (by mass) to account
84.1). In this section, we describe our methods for estimat-for the presence of helium. Including helium is necessary



6 Rosolowsky et al.

to facilitate comparison with the virial mass, which should associated with the object at all. In this case, the progedi
reflect all of the gravitating mass in the cloud. We have the clouds should be calculated using weights T; — Teqge.
adopted a fiducial value of the CO-toyldonversion factor of ~ The resulting values of some representative properties are
Xco =2 x 1070 cmi?(K km s‘l)‘1 based or?’CO(1— 0) ob- shown in Figure 5 for the set of isosurfaces containing the
servations in the Milky Way (Strong & Mattox 1996; Dame maximum in the L1448 data cube. In general, the clipping
et al. 2001) and express changes relative to this valuenmster tends to reduce all the properties, but affects the lumiposi
of the parameteX,. most significantly. This assumption is very conservative an
For each property, we can estimate the uncertainty in thethe correct value would be derived using a weight value inter
property caused by the noise in the data set. Assuming thenediate between O angge.
coordinate axes are well-defined, the uncertainties ame alg

braically propagated through the formulas for the physical 4.1.3. The Extrapolation Paradigm
properties. In this paradigm, the properties of the region are extrapo-
) _ lated to the zero-intensity isosurface. The extrapolation
4.1. Physical Interpretation rects for the fact that some of the emission arising from the o
The major difficulty in using the above calculated proper- j€ct is not contained within the contour drawn in PPV space.
ties directly is that it is difficult to ascribe meaning to gien Instead of quoting the properties of the measured regien, th

of emission defined by an isosurface. There is substantial co €xtrapolation reportthe properties implied for the entire re-
cern that the naive association of a closed object in PPVespac gion asinferred from the part found above Tegge. An analogy
with an object in physical space, particularly as defined by for this correction is that we are predicting the underwater
contours of intensity in a data cube, may be inaccurate (Os-shape of an island volcano from the visible region above the
triker et al. 2001). From the observer’s perspective theegs ~ Water. o ) o
to be three possible interpretations for the emission iéita ~ The extrapolation is carried out by considering the behav-
cube. Each of these interpretations leads to differentafets ior of a property, sa)R, as a function oflegee. For a given
cloud properties and yields different results when appitied ~ Tedge, We extrapolatéR(Teqge) to a value 0fTegge = 0 K based
the same data set. These interpretations all revolve aroun®n the behavior oR(Tg) for all Tgye, > Tegge. This method
determining what the appropriate values of the antenna temds described in more detail in Rosolowsky & Leroy (2006),
perature weights used in moments of the emissighghould in particular in their Figure 2. In short, the second moments
be (e.g., those in Equation 2). We graphically summarize theare linear extrapolations for data abokgge whereas the ze-
three “paradigms” for measuring the properties of isosig$a  roth moments are quadratic extrapolations. The behavior of
in Figure 4. the extrapolation can be traced on Figure 5. The value of
the extrapolated radius is always larger than for the other t
4.1.1. The Bijection Paradigm paradigms and the margin of difference is most substaritial a

The calculations of properties sets the weights to the @ativ 1279€ contour values since the range of the extrapolatitreis
values of brightness temperature drawn from the data cubd@/9€st. At small values Ofege, the extrapolated value oscil-
wi = T. This assumption essentially maps PPV space to phys-ates around- 1.5 pc, the final radius of the cloud.
ical space (i.e. three spatial dimensions) in a 1-to-1 tashi 't IS the latter quadratic extrapolation that produces the
(one pixel in the data cube corresponds to single volumesin th N0ISe on the black curve in the left panel of Figure 5. While
cloud). To the extent that this is true, this is the correirtgh  thiS method corrects for the emission associated with the ob
to do. This result is the closest parallel to the CLUMPFIND I€Ct at low intensity values, it effectively adds emissiorte
algorithm which associates clumps of emission with clumps OPI€cts so that the sum of the extrapolated objects from high
of density in physical space. Under the assumption of uni- INt€nsity values may be larger than the amount of emission
form excitation conditions, an isosurface of brightnesseo ~ cOntained in the data cube. Hence, ratios such as the varial p
sponds to a surface of constant opacity and hence of constarf@meter (84.2) will be more accurate in this assumption than
column density. In the physical regime where higher column will integrated properties like radius or mass as a functibn
densities are associated with higher physical densitiesyie ~ contour level. . . .
jection paradigm may be ideally suited for measuring cloud _FOr the extrapolation paradigm, the dominant source of er-
properties. rors can be the actual da_ta used in the fit and the errors can _be

A bijection may be inappropriate because of two effects: assessed by bootstrapping the data used in the extrapolatio
the first is the superposition of multiple, distinct objestsng ~ (Press etal. 1992). See Rosolowsky & Leroy (2006) for more
the line of sight that have the same velocity. The second isdetails.
that a given volume likely contributes emission at multiple .
velocitigs due to an intrinysically broad line profile. Both% 4.2. The Virial Parameter
these effects cause the bijection to be flawed: the first means We adopt the virial parameter as defined in McKee &
that a given pixel contains emission from multiple objectd a  Zweibel (1992) as a diagnostic of the energetic state of the
the second means that any given volume appears in multipleregions in the dendrogram. In this case, the virial paramete
pixels. We can attempt to correct for either of these effects « is defined as:
but not both. _ 52R _ S5polo @
4.1.2. The Clipping Paradigm " MG~ 44%LcoG

In this approach, the region is considered to represent awherelLco is measured in units of K kmispc. Fora < 2,
discrete object superimposed on a background of brightnesshe object is self-gravitatingn the absence of other forces.
Teage- This approach assumes that any emission that can be advlagnetic fields, surface pressures and bulk motions will all
sociated with other objects, by drawing a lower contourpis n  affect the dynamical state of the cloud. Since such terms are
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FIG. 4.— Graphical summary of the three paradigms for inteipgeisosurfaces of emission investigated in this work. Tiger shows the same one-
dimensional emission profile and a contour level for eacthefthree cases. The shaded area shows the emission usedpoteatoud properties (and is
proportional to the luminosity). A bar is shown below the iios axis indicating the relative extent or a moment-baseze measurement under the three
schemes. The standard interpretation of isosurfaces ibijgmion scheme where elements in observational spacesmond directly to objects in physical
space. In the clipping paradigm, only emission above theotwrievel is associated with an object. In the extrapommscheme, all the elements above the
contour level are used to infer the behavior of the calcdla®perties in an extrapolation to the zero intensity isiase. A similar set of characterizations
would hold if velocity were the coordinate axis and the lindtw was measured.
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FIG. 5.— The behavior of calculated properties as a functiorhidghold level in the dendrogram for the set of isosurfacesaining the maximum of the
L1448 data cube. The behavior of the cloud properties albadnighlighted path are shown for the luminosity (left) aadius (right). Three curves are shown
in each of these panels representing three possible waysonfating the cloud properties at a givEgige. The bijection paradigm is shown as a dashed curve
(W = 1;). The dotted curve depicts the clipping treatmemt< T — Teqge), and the solid curve shows the result of extrapolating thission to the zero intensity
Isosuriace.
not readily measurable, we must adopt this simple estimateassumption that none of the emission below a given contour
for the dynamical state with the understanding that it iyonl level is associated with the object results in similar sizd a
an approximation. The utility of the diagnostic is most like  line widths while dramatically reducing the luminosity. As
in a relative sense rather than an absolute one. We should reresult, this assumption likely overestimates the virialgpa:
gard regions withr < 2 as regions where significant amounts eter for the region. Finally, the virial parameter measuned
of gravitational potential (mass) are found with compayabl the extrapolated case characterizes the dynamical stéte of
little kinetic energy so that gravity is likely important.n1  region implied by the emission found above a given contour
the remainder of the paper, we refer to such regions as “self-evel. The extrapolation method is most useful for characte
gravitating” though the description is subject to the cévea izing objects for which the zero intensity isosurface is ame
above. ingful boundary (i.e. discrete clouds rather than substinec

One concern that arises is the meaning of the virial param-within clouds). Given these considerations and our empha-

eter under the three different approaches to calculatiegeh sis on using virial parameter to estimate the dynamicatstat
gion properties that go into the virial parameter. When &dop of structures in the data we adopt the bijection scheme for
ing the bijection approach, measuring the virial paranmfeter  characterizing substructure, basically interpretingitosur-
emission contained above a given contour could be inaccufaces in the data as corresponding to nested regions ofsucce
rate since the omission of the “wings” of the cloud would sively higher (column) density. When identifying clouds or
affect the size and line width measurements more than theother objects for which the zero intensity isosurface is aamo
luminosity measurement. Under the clipping approach, themeaningful boundary, we adopt the extrapolation paradigm.
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We discuss the influence of these choices further in §85.6 indifferences between the two data sets should be found in the

the application to observed data. detailed structure of the emission. The simulation was com-
pared favorably to the full COMPLETE observational data set

5. THE HIERARCHICAL SUBSTRUCTURE OF A MOLECULAR in Padoan et al. (2006) based on similarities in the turkiulen
CLOUD power spectrum. However, the authors of that study empha-

In this section, we apply the dendrogram method to two size that the simulation is not intended to simulate specific
data sets and demonstrate useful statistics for the cleairact conditions within a molecular cloud. We focused our com-
zation of the trees and the tree-based properties. parative analysis with this simulation to illustrate thdityt

of dendrograms even though the simulation box may not be
5.1. L1448 COMPLETE Data an excellent simulacrum of the L1448 region in particular.

Our primary obser_vational_data set for de_monstrating the 5.3. The 13CO-to-H, Conversion Factor
dendrogram method is a section of the Coordinated Molecular . ) L
Probe Line Extinction Thermal Emissibaurvey’s'*CO map We determine the scaling betweéfCO luminosity and
of Perseus (Ridge et al. 2006), centered on the L1448 star/nolecular cloud mass by comparing the integrated intensity
forming region. The data cube spans a square regiboia  the ~CO emission to the extinction implied by the reddening
side which projects to a region 3.1 pc3.1 pc at the distance ~ Of background stars. We use the extinction map for the L1448
of Perseus (260 pc, Cernis 1993). The data have an anguregion derived from deepHK Calar Alto observations of the
lar resolution of 46 and are sampled with 23ixels. Since L1448 region using the Near Infrared Color Excess Revisited
the observational methods produce non-uniform noise acros (NICER Lombardi & Alves 2001) technique (Foster & Good-
the map, we add appropriately correlated noise to the origi-man 2006). Thé*CO integrated intensity map is convolved
nal data to produce a map with spatially-uniform noise rms of and regridded to match the resolution (3&nd astrometry
(ovms = 0.3 K on the main beam scale). The data cube has a ve-Of the extinction map. The extinction map saturates above
locity resolution of 0066 km s, sampled every 0.066 kn's ~ Av ~ 22 mag, and we ignore the 13 pixels with missing data
and spans 40 kT but the emission from L1448 only spans N the analysis. Figure 8 shows the implied column density
a 10 km s! section of the data. An integrated intensity map (assumindN(Hz)/A, =9.4x 16?° cm? andR, = 3.1, Bohlin
of the cloud is shown in Figure 6 and channel maps are pre-et al. 1958) as a function of the integrated intensity. We cal
sented in Figure 7. The channel maps highlight the presencéulate aCO-to-H, conversion factor of
of a low velocity feature not otherwise discernible in the in o2
tegrated intensity mapsi(sg ~ 0.5 km s?) . The main and X13co= 8.0 x 107, Kkmst
low velocity features are contained within a single conedct ms
isosurface for contour levels 1.5 K. Individual clumps cor-  based on the mean of(H)/W(*3CO) weighted by the in-
responding to the branches of the dendrograms (see belowyerse variance of the column density estimates. As seen in
can be seen as well as the rough positions of the local maxima-igure 8, the single conversion factor is nowhere an excelle

()

used in our analysis of the region (85.4). approximation of the data, but represents an adequate map-
ping between CO emission and column density over the en-
5.2. Turbulent Smulation tire range. Since the conversion factor will be ultimatgly a

aolied to individual channels, only a simple ratio is apprepr
ate for the relationship; including complications such as-n
linearities or a constant offset would bring up ambiguities
translating from3CO emission to mass for individual chan-
nels in the data cube. The simple ratio systematically uesder
timates the column density for high brightness regions wher
the 13CO line saturates. As such, estimates for the virial pa-
rameter are likely overestimates in these regions. In tefms

For comparison to the data, we also analyze simulation dat
from Padoan et al. (2006). The data are taken from their sim-
ulated3CO emission maps generated from a 6 pc simulation
box with a mean density af = 10> cm™. The simulation is
conducted using th&nzo code (Norman & Bryan 1999) to
simulate a 102%box using MHD with an initially uniform
density and periodic boundary conditions. The mean Mach
e e St olher e mass Calculaions presented I Bé- 40. T s o

For comparison with observed data, Padoan et al (2006)parable_to the results of more sophisticated analyses of_ the
generated a simulatédCO data set usir'lg a Monte Ca}lo ra- conversion factorX, = 2.1; Pineda et al. 2008) though their
diative transfer code using the density and velocity disti complex analysis is only applicable for total line intepsit
tion_s of the si_mulate_d material in a shapshot _(i.e. ra_diaifso 5.4. The Dynamical State of 1448
not included in the time propagation of the simulation). We ) )
extracted a trial data set matching the spatial extent of the We generate a dendrogram of the L1448 region with the
observations from the full simulation box. Our selection in “>CO data using the methods discussed in §3. We identify lo-
cluded the section of the box that contained the most compac€al maxima over a box that is 2 beam widths on a side and 5
identifiable feature of emission. The trial data were comedl ~ channels deep in the data cube. From this set, we eliminate
to the resolution of the FCRAO maps from COMPLETE and redundantlocal maxima that are less than 1.24¢{4 above
resampled in position and velocity to match the pixel size of the level at which the surfaces containing that local maxmu
the observational data. Spatially correlated noise, nkimic merge with other structures. We remind the reader that this
the noise in the FCRAO map, was added to the simulation datadecimation preserves the overall structure of the dendrogr
to produce the same underlying noise rms in both data cubesand is considering a representative subset of the topalthgic
Both the simulation and the observed data cubes will aftecte important surfaces in the analysis (Figure 2). We calculate

in the same manner by edges, resolution and noise. The onlghe virial parameter for the region as discussed in §4.2 us-
ing the bijection scheme to calculate isosurface propertie

6 COMPLETE; http://www.cfa.harvard.edu/COMPLETE/ Figure 9, we plot the dendrogram of the region, color coding
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FIG. 6.— Integrated intensity maps 81CO emission from L1448 (left) and the simulation of Padoaal e2006) (right). In both images, the gray scale runs
linearly from 0 to 18 K km s! on theT, scale and the contours run from 2-16 K km & intervals of 2 K km s in the left-hand panel and from 4-10 K km's

in the right-hand panel. The two maps come from data cubéstigt same native resolution and noise levels.
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FiG. 7.— Selected channel maps of the L1448 region. Contoui@xfdhe grayscale image with a contour interval of 1 K on Thg scale beginning at 1 K.

The LSR velocity of each map is indicated in the upper leficheorner of each panel. The channel maps reveal the lowitefeature (i sg ~ 0.5 km s1) not
otherwise discernible in the integrated intensity map. 3bepositions of the leaves of the dendrogram are indicated tie leaf number shown in Figure 2,

shown in the closest channel map to their actual position.
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GAUSSCLUMP fail to probe and dendrograms provide novel
insight.

] The multiscale analysis of the virial parameter allows us
%‘} % ] to define objects that are potentially physically relevarthe

[
(S

3]
[=]
T

star formation process. We identify objects based on the-cri
rion that self-gravity makes a significant contribution heit
internal energetics. If we define a threshold for significant
ﬂ{ ] self-gravity, namelyy < 2, we find “interesting” objects on a
+ ] variety of scales. Applying this criterion to the virial jpane-
+ 8 ter data shown in Figure 9 results in the dendrogram shown in
j . Figure 11 (left panel) where branches with< 2 are shaded.
: @%i ] Nearly all of the left-hand branch of the dendrogram corre-
sponds to a self-gravitating object indicating the impiocea
of self-gravity over the entire L1448 region. There are also
L three distinct sub-branches inside L1448 that also shdw sel
4 6 8 0 12 14 gravitation. Figure 10 shows the locations and spatialréxte
W(*%c0) (K km s™) of the four leaves that show evidence of self-gravitatiotha
S _ _ _ data cube (2,3,5 & 18). The central, star-forming section of
e Ty e e e e Tepessoing L1448 is contained in leaf 3. Also interesting are the sdvera
the mean ratio between the two quantities is shown. branches for which there are large regions with reliable-mea
i i , sures of the virial parameter which are not self-gravitatin
points on the dendrogram with the corresponding value of thereferring to Figure 9, these branches have- 2. Because
virial parameter. We have calculated the errors in the iiria of the minimal influence of self-gravity on these structures
parameter and suppress reporting any values where the forye contend that these branches correspond to transient or
mal errors in the virial parameter are larger than 50%. Egur pressure-confined structures in the physical data.
9 shows that several leaves of the dendrogram show evidence
for self-gravitation on small scales associated with iftdiv
ual local maxima. Note that the left-hand branches (leaves T T T
1-17) of the dendrogram appear self-gravitating, but far-co
tour levels< 1.5 K where the left and right branches merge,
the ensemble properties of the object revert to being unthoun 50'0" |
This change in dynamical state shows the main complex of
L1448 is dynamically distinct from the low velocity featuat
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1 FIG. 10.— Integrated intensity image of the L1448 region with fthcation
r and extent of the self-gravitating leaves in the dendrograticated. Leaf 3
[ contains most of the star-formation currently occurringhi@region. Leaf 18
0 0

is the dynamically distinct feature at lowsg(~ 0.5 km s1).

FIG. 9.— Dendrogram of the L1448 region with branches of the dend . .
gram colored according to the virial parameter at each paiirtal param- 5.5. The Dynamical State of the Turbulent Smulation

eter data are suppressed where the errors are larger than Se%eral of We have repeated the dendrogram analysis for the turbulent
the leaves of the dendrogram show evidence for self-gtawitas do larger . . ) . .
structures in data. Since physical properties are catmifar the isosurfaces ~ Simulation using the same algorithm parameters to eskablis
corresponding to the vertical branches of the figure, thizbiotal branches  local maxima and contour the data. We adopt@O-to-H
of the dendrogram have no data reported. conversion factor oK, = 10.9 based on analysis of the simu-
lated*3CO data with respect to the simulated column density,
In general, the tops of the dendrogram leaves do not ap-using the same analysis as was used in in 85.3. The dendro-
pear as self-gravitating objects in this analysis. Howgves gram presented in Figure 12, which can be compared to the
precisely in these regions where tR€O tracer saturates so observed data in Figure 9. The simulated and observed data
that these isosurfaces correspond to relatively more nmexss p cubes have similar numbers of leaves (local maxima) in their
unit brightness than our simple conversion factor admits an respective data volumes (39 in the simulation vs. 26 in the
hence will be more tightly bound than we measure. Owing to observations). The span of antenna temperatures are simi-
the difficulties in assessing the dynamical state of thesdlsm lar, though most of the mergers in the simulated data cubes
objects, we emphasize the larger scales for self-grawitarti occur at higher levels than in the observed data. The princi-
our analysis. These large scales are where CLUMPFIND andpal difference between the two dendrograms is that far more
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FiGc. 11.— Self-gravitating objects in the L1448 dendrogramselaon the three different property calculation paradignesented in §4.1. For each
dendrogram, regions with < 2 are shaded in red and regions where the data quality ptdailculation of the properties are highlighted in gray. &keent of
the self-gravitating regime in parameter space dependseoparadigm adapted though many qualitative features aredtetween the bijection and clipping
paradigms.

FIG. 12.— Dendrogram of the simulation data cube colored adugrh 0.01F

the virial parameter at each point. Virial parameter dagesappressed where
the errors are larger than 50%. Nearly all of the structurthénsimulated
data cube corresponds to self-gravitating objects withva lé&aves of the
dendrogram representing unbound objects. 0.1 1.0

of the simulated data cube corresponds to self-gravitating Scate (pe)

jects than do the actual observations. Regardless of the ap-Fic. 13.— Fraction of emission contained within isosurfacesespond-
plicability of the dendrogram interpretations, the anislyis |1r;g to self-gravitating object_s as a function of size scale the L1448
lustrates a stark difference in the data cubes. The difteren ~CO(1— 0) data and the simulatetfCO observations. At small scales,

. . ] . very few objects are self-gravitating, but this fractiorows for larger size

in dynamical states arises from amount of mass in the tWOgcajes. The simulations have roughly constant fractionsetitgravitation
data cube. Scaling the total emission in each data cube byacross size scales.

the respective conversion factors shows there &times as

much molecular mass in the simulation cube as there is in thenas a virial parameter of ~ 2 and the presence of star form-
L1448 region, but this extra mass is spread over a similar lin ing clumps at the smallest scales, we conclude that the clip-
width and spatial extent. As aresult, self-gravity wouldyph  ping paradigm is overly conservative and the small strestur
stronger role in the simulated data cube. The simulatios doe have more mass than are accorded to them. The extrapola-
not include the effects of gravity although our basic analys tion paradigm finds more self-gravitating structure in theom
suggests that self-gravity would have a significant infléenc than the bijection, which is expected since the extrapmtati
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on the simulated region. corrects the luminosity by a larger factor than the radiu$ an
) ) the line width (see Figure 5). However, it is interesting ¢den
5.6. Interpretation of Dendrogram Properties that the same qualitative behavior is present in the extrapo

The previous section discusses the physical meaning oflated results as are seen in the bijection analysis. Inquaeti,
the dendrograms under the assumption that the “bijection”the analysis finds two dynamically distinct regions in L1448
paradigm holds relating objects in observational and mlaysi  corresponding to the left- and right-hand branches of time de
spaces. Previously (84.1), we presented two other pdssibil drogram. However, the extrapolation results assume that ev
ties for relating the observed and physical domains, namelyery object should have a brightness profile that runs continu
the clipping and extrapolation paradigms. We repeat the cal ously from the peak value to the zero brightness isosurface,
culation of the virial parameter in L1448 for these two pessi and it may not be applicable in this case. For simplicity, we
bilities and present the results alongside the bijectisnlte  Uutilize the bijection scheme for calculating the propestié
in Figure 11. The extremely conservative clipping paradigm object substructure although extrapolation may be appropr
finds no self-gravitating structure in the entirety of thetd®  ate in cases where there should be no background emission
cloud. Given that simple calculations suggest that theoregi  (see 86).
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5.7. The Scale of Sdf-Gravity

Many previous authors have identified self-gravitating-sub
structure in their analysis of molecular emission. Whagnth

makes the dendrogram analysis novel? Using by-eye identifi-

cation (Blitz & Stark 1986; Bertoldi & McKee 1992) or auto-
mated algorithms such as CLUMPFIND or GAUSSCLUMP

invariably finds that the most massive objects on the small-

est physical scales sampled by the observations are closest
being self-gravitating (Figure 3 in Bertoldi & McKee 1992).

However, segmentation tends to identify structures onlsmal
scales (a few resolution elements), ignoring the objects at

larger scales which comprise the superstructure of theanole

ular cloud. Dendrogram analysis avoids segmentation and

naturally includes these larger scales since lower valsed i
surfaces encompass more emission with larger spatialtsxten

The multi-scale nature of the analysis naturally admits a

Rosolowsky et al.
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study such as that shown in the Figure 13 which displays the

fraction of emission on given scales in L1448 and in the tur-
bulent simulation that has < 2. We construct the diagram by
measuring the virial parameter as a function of size scale fo
all the isosurfaces in the data cube. This fraction is defazed
the sum over all isosurfaces

{LiIR € [RR+AR],a; < 2}
> {L|R €[RR+AR]}

whereL;, R andq; are the luminosity, radius, and virial pa-
rameter of theth isosurface. We bin the virial parameter
data into bins ofAR = 0.2 dex in size scale and calculate
the fraction of luminosity in each bin contained within iso-
surfaces corresponding to self-gravitating objects. This
culation illustrates that only a small fraction of the sture

at small scales in L1448 corresponds to self-gravitating ob
jects and that fraction grows at larger scales. The saturati
of the3CO line in small, bright regions makes this measure-

f(R) = =

(6)

FIG. 14.— The size-line width relationship for the isosurfacés3CO
emission in L1448. The thermal line width (for= 10 K) and the limits of
the instrumental resolution are also indicated in the pldtdata below these
limits are unreliable. Individual points correspond tosisdaces used in our
contouring. Gray circles indicate the characteristic simd line width for
eachindependent branch in the dendrogram and represent a useful minimum
sampling of the data. The gray line indicates the fit to thg,griacled data:
ov = 0.6R%38 which is comparable to the size-line width relationshipridu
among turbulent molecular clouds.

using a single tracer species to measure the relationstap in
single cloud.

In Figure 14, we plot the size-line width relationship for
the'3CO emission from L1448. A fit to the grey, circled data
givesont = (0.62+ 0.04)R2#0% km s typical of the tur-
bulent gas in molecular clouds (Goodman et al. 1998). The
scaling relations for turbulent gas traces the data at large
scales/line width well. The size has been corrected for beam

ment a lower limit since more of the leaves may correspond convolution effects by subtracting the beam width in quadra

to self-gravitating objects than are recovered in thisysisl
In contrast, self-gravity is important for nearly all sttuie

ture. Similarly, the line width has had the thermal contribu
tion of 10 K gas removed. These corrections are rough since a

at all scales in the simulated observations. Several factor simple Gaussian deconvolution is inappropriate for thellsma

may contribute to this discrepancy. Incomplete physicién t
simulation (lack of self-gravity, too high of density) oreth

isosurfaces defined by high brightness contours and thelbroa
ening effect of the spectrometer has been neglected. Errors

incomplete synthesis of spectral line maps (no depletien as arising from our approximate treatment will become rekliv

sumed) may give discrepant results. Alternatively, the-com

small for sizes and line widths that are significantly larten

parison may be flawed and the section of the simulation boxthe instrumental resolution. At large line widths, lineatss

used may be not be appropriate for comparison to L1448.

5.8. The Sze-Line Width Relationship in L1448

In addition to identifying sets of isosurfaces that coraesp
to self-gravitating objects, the dendrogram technique jate-
vides another way to probe the size-line width relationsiip
intermediate scales inside the molecular clouds. The ipahc

of points correspond to branches in the dendrogram. Along
branches, the properties change slowly (see, for exaniae, t
radius and luminosity in Figure 5). The discontinuitieswrcc
when two isosurfaces merge together resulting in an abrupt
change in the size and the line width of the isosurface. At
small scales, the data dissolving into a sea of noise sirece th
properties of these surfaces are poorly defined in the face of

Component Analysis methods developed in Heyer & Schloerbthermal noise and instrumental convolution effects. Tta-sc
(1997) and Heyer & Brunt (2004) are developed to measureter around the average relationship results, in part, fioen t

the structure function of turbulence within molecular gad a
provide an excellent descriptor of the turbulence. The dend

details of the isosurface shapes which vary due to turbulent
velocity/density fluctuations but also due to noise.

gram application provides a similar measurement by measur- Dendrograms can also be used to abstract the data set to a

ing the spatial and velocity extent of the isosurfaces it

defining set of isosurfaces. The gray circles shown in Fig-

emission data cube. Indeed, the virial analysis above can baire 14 plot a single, characteristic size and line width for
thought of comparing the spatial and velocity extents of the €ach branch of the dendrogram shown in Figure 9. Since
isosurfaces to the amount of emission they contain. We carthe dendrogram contains 26 leaves, there are 51 independent

construct the size-line width relationship within a dat®eu
by plotting the size vs. the line width of the isosurfacesia t
data. This becomes, in effect, a “Type 4" size-line width re-
lationships discussed in Goodman et al. (1998); that isytp sa

branches (R —1) because each branch is required to join with
others in a binary merger. Hence, only one point is plotted fo
every significantly distinct set of isosurfaces in the datd a
multiple points from redundant isosurfaces are suppressed
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6. IDENTIFYING GIANT MOLECULAR CLOUDS in a data cube, it is possible to study structures over a range

An additional application of the dendrogram technique is ©f Scales. In principle, the results of the hierarchicalaiee
to identify Giant Molecular Clouds (GMCs) in a blended data POSition is independent of algorithm parameters, though th
set. Massive, isolated molecular clouds show virial parame &ctual output is governed by the degree of simplification de-
ters close to unity (Solomon et al. 1987; Heyer et al. 2001). sired by the user. Although the dendrogram analysis does not

We propose that GMCs can be identified as the largest-scal@€9ment the data by itself, the results can be used to provide
self-gravitating structures in the ISM and such structeass & Physically-motivated segmentation of objects in some sys

be identified in the dendrogram analysis. Unlike the substru  €MS- _
ture analysis presented previously, we are only interésted  D€SPite the power of the dendrogram technique there are

the dynamical state of the largest scale emission and the con'Vorrisome ambiguities at relating the observed to the phys-

tamination by background emission is likely minimal. Hence ical domain. We have presented three attempts to account
the property calculations for the dendrogram can use the exfor ambiguities in this relationship, but find no satisfagto

trapolation paradigm since we are interested in the prigsert Universally-applicable method. We note that many of our re-
at the 0 K km st isosurface. sults are subject to caveats regarding interpretatiortsywbu

To demonstrate this application of the dendrogram tech- argue that these caveats do not undermine the applicadifility

nique, we use the Orion-Monocer3€0 data of Wilson etal.  the techniques. .

(2005) taken with the CfA 1.2-m telescope. All of the Orion- W have analyzeCO(1 — 0) emission from the L1448
Monoceros complex is contained within a single isosurface '€9ion as observed by the COMPLETE survey of Perseus
with Ty = 0.4 K which must be decomposed into the con- (Ridge et al. 2006) using the c_iendrog_ram methods. We note
stituent GMCs. We adopt the standard CO-tpdénversion that common structure analysis techniques have a fundamen-

factor (X, = 1) and use the extrapolation paradigm to calculate @/ Scalé built into their analysis and tend to analyze the dy
the virial parameter for each branch of the dendrogram. Wenamical state of objects on that scale. As such, the synthe-
adopt a distance to the main Orion complex of 450 pc and usr;l's'S of many such analytic studies conducted on variousscale
a distance of 800 pc for Monoceros, 425 pc for NGC 2149, |6aves an impression that the dendrogram analysis actually
and 400 pc for the Northern Filament based on the identifica-démonstrates. We find self-gravitating structures on allesc
tions and distance estimates of Wilson et al. (2005). in L1448, though not in all regions. In particular, the méjor
Figure 15 shows the dendrogram for the region with sets of Of €mission in small-scale structuresriet self-gravitating;
isosurfaces that have < 2 highlighted. We identify GMCs but, at larger scales, much of the L1448 region is influenced
in an automatic fashion as all emission contained within dis Y Self gravity. _
tinct, self-gravitating regions with masskbs> 5 x 10 M. We have also illustrated the capacity for the dendrogram
The three GMCs in the data cube naturally segregate from thd€chnique to make differential measurements between data
rest of the emission. In Figure 16 we show the emission con-S€tS: The dendrogram of L1448 is compared to a dendro-
tained in theTp, = 0.4 K contour and its characteristic des- 9ram of a theoretical simulation finding qualitative andmua
ignations. The dendrogram analysis identifies three region titative differences. Differences of this magnitude weag n
as GMCs and finds that the remaining emission is not suffi- discernible through other statistical techniques sucregerd
ciently massive or self-gravitating to be identified as a GMC Minations of the power spectra (Padoan et al. 2006). Future

Given the good agreement with the standard identifications,WOrk will investigate further applications of the differeal

we conclude that the dendrogram method can be used to idenM&@surement techniques between dendrograms.
The dendrogram technique can be used to measure the

tify GMCs in blended sets of emission. The primary restric- . ' '~ . . LHRE
tion is good knowledge of the distances to different regions SiZ€-line width relationship within molecular clouds usthe
characteristic sizes and line widths of the constituerguso

of the data volume. This limitation implies that the method faces in the data. As expected, we recover the typical size
is best applied in the outer galaxy or in extragalactic agial | . e ' e )
PP gaaxy 9 Y line width relationship for molecular clouds oc R*%8 within

where distances are well-determined. ’
a single cloud.

7. SUMMARY Finally, we conclude the paper by presenting an alterna-

We have presented a new application of tree diagrams totive application of dendrograms: the identification of Gian
three-dimensional data sets. This application is closggted Molecular Clouds in blended line data sets. We define GMCs
to the structure tree analysis of Houlahan & Scalo (1992).as massiveN > 5 x 10%) clouds of gas that are (a) self-
These techniques use dendrograms to represent the mergravitating but (b) not bound to their surrounding medium.
ing/bifurcating of contours in a three-dimensional dataase ~ This definition not only identifies GMCs but does so exclusive
a function of contour level. Each pointin the dendrogram cor from including low-mass chaff that is dynamically unrethte
responds to an isosurface in the data cube. By characigrizin to the GMCs. Using this simple definition the dendrogram
molecular emission associated with these isosurfacesrave a technique readily identifies the three constituent GMCéén t
able to measure the properties of both small- and largexscal blended Orion-Monoceros data of Wilson et al. (2005).
structures in a data set. In particular, we emphasize determ  Beginning with common application of techniques devel-
nations of the virial parameter and the size-line width+ela oped previously, this new perspective on dendrograms-illus
tionship at multiple scales in the data. The virial paraméte  trates their utility at the visualization and reduction aflec-
particular, provides a means to estimate the influence 6f sel ular line data. Dendrograms reduce three dimensionalrhiera
gravity on a variety of scales in the molecular cloud yiedgin  chical data sets to a two dimensional plot that retains ¢isgen
for the first time, a uniform study of energetics on a range of features regarding the topology of the emission. This reduc
scales. tion is conducted in a fashion that is minimally model depen-

The dendrogram technique is philosophically differentfro  dent, relying on the intrinsic structure of the isosurfaicesn
segmentation algorithms such as CLUMPFIND. By preserv- emission line data set.
ing and characterizing the hierarchy of emission isosedac
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FIG. 15.— The dendrogram of the Orion-Monoceros region. Braaaif the dendrogram corresponding to self-gravitatingctires are highlighted in red.
Regions where the quality of the data prohibit accuratemegion of the virial parameter are shown in gray. The GMCéiwithe data cube are identified as
the largest scale objects that are self-gravitating buboond to each other. Regions of the dendrogram correspphdispecific objects are labeled and the

sections of the dendrogram corresponding to GMCs are shadetiow.
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FiG. 16.— Map of emission for the Orion-Monoceros region caredi

within a Ty = 0.4 K contour. The three constituent GMCs in the complex

have been identified using the dendrogram analysis andlibaimdaries are
indicated in red. The regions are labeled according to thesignations in
Wilson et al. (2005).

We are grateful for useful discussions with many people
concerning the application, development, and visuatreati
dendrograms. In particular, we thank Mike Halle, Michelle
Borkin, Jonathan Foster, Jonathan Williams, Paola Caselli
and Mark Heyer for constructive comments regarding the de-
velopment of dendrograms. The comments of an anonymous
referee improved the presentation and accuracy of this work
We thank Tom Dame for the use of the Orion-Monoceros data
cube. ER’s work is funded by an NSF Astronomy and As-
trophysics Postdoctoral Fellowship (AST-0502605). JEP is
supported by the National Science Foundation through grant
#AF002 from the Association of Universities for Research
in Astronomy, Inc., under NSF cooperative agreement AST-
9613615 and by Fundacion Andes under project No. C-
13442. This material is based upon work supported by the
National Science Foundation under Grant No. AST-0407172.
This work made extensive use of the NASA's Astrophysics
Data System.

REFERENCES

Alves, J., Lombardi, M., & Lada, C. J. 2007, A&A, 462, L17

Ballesteros-Paredes, J., Vazquez-Semadeni, E., & Scal®99, ApJ, 515,
286

Bensch, F. 2006, A&A, 448, 1043

Bensch, F., Stutzki, J., & Ossenkopf, V. 2001, A&A, 366, 636

Bertoldi, F. & McKee, C. F. 1992, ApJ, 395, 140

Blitz, L., Fukui, Y., Kawamura, A., Leroy, A., Mizuno, N., & &solowsky,
E. 2007, in Protostars and Planets V, ed. B. Reipurth, D.tjefK. Keil,
81-96

Blitz, L. & Stark, A. A. 1986, ApJ, 300, L89

Bohlin, R. C., Savage, B. D., & Drake, J. F. 1978, ApJ, 224, 132

Brunt, C. M., Kerton, C. R., & Pomerleau, C. 2003, ApJS, 144, 4

Cernis, K. 1993, Baltic Astronomy, 2, 214

Dame, T. M., Hartmann, D., & Thaddeus, P. 2001, ApJ, 547, 792

di Francesco, J., Evans, Il, N. J., Caselli, P., Myers, FS@irjey, Y., Aikawa,
Y., & Tafalla, M. 2007, in Protostars and Planets V, ed. B.pReh,
D. Jewitt, & K. Keil, 17-32

Elmegreen, B. G. 2007, ApJ, 668, 1064

Elmegreen, B. G. & Falgarone, E. 1996, ApJ, 471, 816

Enoch, M. L., Young, K. E., Glenn, J., Evans, N. J., Golwala, Sargent,
A. |, Harvey, P., Aguirre, J., Goldin, A., Haig, D., Huard,LT, Lange, A.,
Laurent, G., Maloney, P., Mauskopf, P., Rossinot, P., & &ay& 2006,
ApJ, 638, 293

Foster, J. B. & Goodman, A. A. 2006, ApJ, 636, L105

Ghazzali, N., Joncas, G., & Jean, S. 1999, ApJ, 511, 242

Goodman, A. A., Barranco, J. A., Wilner, D. J., & Heyer, M. H99B, ApJ,
504, 223

Hartmann, L., Ballesteros-Paredes, J., & Bergin, E. A. 20q1, 562, 852

Heyer, M. H. & Brunt, C. M. 2004, ApJ, 615, L45



Dendrograms 15

Heyer, M. H., Carpenter, J. M., & Snell, R. L. 2001, ApJ, 55928

Heyer, M. H. & Schloerb, F. P. 1997, ApJ, 475, 173

Houlahan, P. & Scalo, J. 1990, ApJS, 72, 133

—. 1992, ApJ, 393, 172

Kramer, C., Stutzki, J., Rohrig, R., & Corneliussen, U. 1988A, 329, 249

Lada, C. J., Muench, A. A, Rathborne, J. M., Alves, J. F., &rbardi, M.
2007, ArXiv e-prints, 709

Lada, E. A. 1992, ApJ, 393, L25

Lazarian, A. & Pogosyan, D. 2000, ApJ, 537, 720

Li, D. & Goldsmith, P. F. 2003, ApJ, 585, 823

Lombardi, M. & Alves, J. 2001, A&A, 377, 1023

McKee, C. F. & Zweibel, E. G. 1992, ApJ, 399, 551

Motte, F., Andre, P., & Neri, R. 1998, A&A, 336, 150

Norman, M. L. & Bryan, G. L. 1999, in Astrophysics and Space

Science Library, Vol. 240, Numerical Astrophysics, ed. S. Mlyama,
K. Tomisaka, & T. Hanawa, 19—+

Ostriker, E. C., Stone, J. M., & Gammie, C. F. 2001, ApJ, 588 9

Padoan, P., Juvela, M., Kritsuk, A., & Norman, M. L. 2006, AG33, L125

Pineda, J. E., Caselli, P.,, & Goodman, A. A. 2008, ApJ, aemept
(arXiv:0802:0708)

Pineda, J. E., et al.ApJin preparation.

Pound, M. W. & Goodman, A. A. 1997, ApJ, 482, 334

Press, W. H., Teukolsky, S. A., Vetterling, W. T., & FlanneB; P. 1992,
Numerical recipes in C. The art of scientific computing (Candde:
University Press, [c1992, 2nd ed.)

Ridge, N. A., Di Francesco, J., Kirk, H., Li, D., Goodman, A., Alves,
J. F., Arce, H. G., Borkin, M. A., Caselli, P., Foster, J. Beyér, M. H.,
Johnstone, D., Kosslyn, D. A., Lombardi, M., Pineda, J. Ehrtee, S. L.,
& Tafalla, M. 2006, AJ, 131, 2921

Rosolowsky, E. & Blitz, L. 2005, ApJ, 623, 826

Rosolowsky, E. & Leroy, A. 2006, PASP, 118, 590

Rosolowsky, E. W., Goodman, A. A., Wilner, D. J., & Williams, P. 1999,
ApJ, 524, 887

Scoville, N. Z., Yun, M. S., Sanders, D. B., Clemens, D. P., &lMf, W. H.
1987, ApJs, 63, 821

Solomon, P. M., Rivolo, A. R., Barrett, J., & Yahil, A. 1987p4, 319, 730

Strong, A. W. & Mattox, J. R. 1996, A&A, 308, L21

Stutzki, J., Bensch, F., Heithausen, A., Ossenkopf, V., &lidsky, M. 1998,
A&A, 336, 697

Stutzki, J. & Gusten, R. 1990, ApJ, 356, 513

Tafalla, M., Myers, P. C., Caselli, P., & Walmsley, C. M. 200%.A, 416,
191

Testi, L. & Sargent, A. I. 1998, ApJ, 508, L91

Ward-Thompson, D., André, P., Crutcher, R., JohnstoneQmishi, T., &
Wilson, C. 2007, in Protostars and Planets V, ed. B. Reipibtlewitt, &
K. Keil, 33-46

West, D. B. 2000, Introduction to Graph Theory (PrenticébHa

Williams, J. P., de Geus, E. J., & Blitz, L. 1994, ApJ, 428, 693

Wilson, B. A., Dame, T. M., Masheder, M. R. W., & Thaddeus, 602,
A&A, 430, 523



